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Introduction

Our Approach

The International Comparison Program (ICP) has made a lot of progress toward analyzing
purchasing powers between countries by creating an international comparison index, by which
similar products get classified and compared using structured product definitions. These
categories range from foods and household products to common services such as a haircut.
Many products in each country are grouped together to make up a comparable basket of
goods that can be analyzed to compare relative prices among countries around the world to
further understand purchasing power parities. The areas for innovation presented to us at the
beginning of the quarter included the use of natural language processing (NLP) as a means for
classifying products, and the challenge of finding the most efficient way to classify products
into their respective ICP categories as defined by The World Bank.

Using the World Bank’s guidance in our initial meetings along with the materials provided to us,
we got started on our goal to find the most efficient way to accurately classify products down
the classification funnel from main aggregate to basic heading. The dataset we used as the
basis for this project was full of products that were scraped from Amazon’s website. We found
that a majority of these products were household products and fit into the ICP classes rather
nicely. In order to do this efficiently, we created the outline for a pipeline that could take a
dataset with the proper information and ultimately output a list of products with their predicted
ICP classes. The use of this pipeline would assist in automating an otherwise difficult
classification process, thus allowing for more consistent routine releases of international
comparisons and purchasing power parities that reflect the most current data possible.

In addition to text data, our dataset also contained image links for each product. This
presented an excellent opportunity to utilize new techniques for analyzing the data that may
not have been available to us otherwise. These image links allowed us to harness cloud
computing capabilities through Amazon Web Services (AWS). Within AWS we used a service
called Amazon Rekognition to take advantage of its image recognition capabilities. Amazon
Rekognition has a key feature named Custom Labels, which allowed us to create an image
classification model based on specific label categories. Ultimately, we found that using
Amazon Rekognition to predict ICP classes was an excellent indicator when the prediction was
used as a variable in our final decision tree model.

Our team made an effort to implement the recommendations and notes given to us during our
midpoint review, and turning our proposed process into a streamlined pipeline was a hope that
was emphasized by The World Bank. To implement this pipeline, we started with a lasso
model, which decides whether an object is a household product or not. Next, we used our
Custom Labels model in Amazon Rekognition to predict the ICP class for each product. From
here, the predictions are used as input for a final decision tree model, in which products are
classified into their ICP categories. Finally, we’ve created an interface that ties this all together
to make it streamlined and interactive.

02



Model 1: Lasso

When looking at the data for household products, we found that most products have a few
similar points of data that we could use to identify the product: Name, Brand, and Product
Description. The model that we found that best used this data was a logistic model with lasso
regression.

Before creating the lasso model, we determined the specified ICP class for each of the
observations within Microsoft Excel. Here we manually entered the ICP class category within a
new column named icp_class for each of the observations in the dataset. Although there are
twelve classes within the “furnishings, household equipment, and routine household
maintenance” category, we used seven of those twelve classes since our data primarily
included products that fell into those classes. Products in our dataset that were labeled as a
household class were then also marked as “Household” products.

The lasso model that we created is
a binary classification model that
uses NLP to classify products as a
household product or something
else. This model uses tokenization
to break apart the text in the Name,
Brand, and Product Description
fields and create variables for each
word. Once variables are created,
the lasso model penalizes certain
words to either lower their weight or
remove them from the model. As a
result, common words such as “the”
or “and” are no longer considered
important to the model due to their
highhigh frequency. The graph below depicts the most important words that the lasso model
considers when predicting if a product is a household object or not. Here we can see that the
word dishwasher in the product description is considered very important to our model.

Data Cleaning

Model

Results
When the model is used to predict on our entire dataset,
it predicts with 91.64% accuracy. A heat map of the
results can be seen in the chart to the right. The value in
each cell is the percentage of the reference category
within the cell. So in the top left cell, the 0.94 indicates
that 94% of products that were considered part of the
“Other” category were classified by the lasso model as
an “Other” product. Further details about this model and
its accuracy can be viewed in the appendix.
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Model 2: Initial Decision Tree

Furniture and Furnishings
Glassware, Tableware, and Household Utensils
Household Textiles
Major Household Appliances
Non-Durable Household Goods
Small Electric Household Appliances
Small Tools and Miscellaneous Accessories

In addition to the Amazon Rekognition Custom Labels feature, we wanted to continue our use
of NLP to predict a product’s ICP class. This second model takes in similar inputs as our Lasso
model and uses them to predict if the product fits into one of the following ICP categories:

We decided to use a decision tree since tokens were a good input for the decision tree splits
and the model had relatively high accuracy. Since the input for the decision tree was the same
as the lasso model, no data cleaning was necessary for this step.

When evaluating the model, we found that it had an overall accuracy of 82%, which while still
relatively high, wasn’t at the same level as our Lasso model for making these classifications. A
heat map of the results can be seen below.

Results

Amazon Rekognition

Model Preparation
In order to train a Custom Labels model in Amazon Rekognition, we had to have a set of
images that were pre-labeled. At this point we only had a dataset containing the URLs for each
observation and not the actual image files. In order to download the images necessary to train
the Rekognition model, we used the updated dataset that contained the icp_class variable and
imported this into R. Next, we created an automated process to download the associated .jpg
file for each url into specific folders corresponding to the various ICP home product class
categories by filtering through the icp_class variable. Placing these images in certain folders
pre labels the images. After all the images were downloaded into their correct class folders,
the image folders were uploaded into an Amazon S3 bucket, an AWS Cloud Storage Service,
ready to be passed into Amazon Rekognition where the model is trained.
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The value in each cell is the percentage of the reference category within the cell, similar to the
Lasso model’s chart. While in some categories the model does fairly well, like “Household
Textiles” or “Glassware, Tableware, and Household Utensils”, in others the accuracy drops
drastically, with the model only classifying 24% of “Small Electric Household Appliances”
correctly. In order to improve our predicting power, we turned to Amazon Rekognition to see if
a model using image recognition would improve upon these results.



Final Model: Decision Tree with AWS Rekognition Integration

After training our Amazon Rekognition Custom Labels model, we received model evaluation
results of an average F1 score of 0.772, average precision of 0.814, and overall recall of 0.747.
There was also a performance breakdown for each of the labels. Some labels had higher
performance scores since these classes were less broad than others and contained more
training images. For example, the Rekognition model was successful in predicting the
“Household Textiles” class with an F1 score of 0.936 since this product class contained similar
products with many images. On the other hand, the “Small Electric Household Appliances”
class had a lower F1 score of 0.612 since this class had less training images and a larger
variety of products to train on.

The next step in Rekognition was deploying our Custom Labels model to make predictions and
output the ICP class for each home product in our dataset. When making predictions, a label
along with a confidence level is outputted for each of the predictions. For each prediction we
received each of the seven class labels along with an associated confidence level. The
prediction output was given in a JSON format that was cleaned using the pandas library within
Python in order to be used in the upcoming decision tree model. After cleaning the Rekognition
output we wrote this data frame to a CSV file that was later used to run a final decision tree
classification model.

Predictions

Since Amazon Rekognition did not perform significantly better than our decision tree, we
decided to combine these models to try and achieve better results. The final model we created
was still a decision tree, but in addition to the text used for NLP, we added the results from
Rekognition. Seven new variables were added to the model, which were Rekognition’s
confidence that an item fit into a certain category. For example, Rekognition could be 50%
certain that a tapestry is in Household Textiles, 50% certain that it is in Furniture and
Furnishings, and 0% confident that it is in any other category.

Results

Combining the models in this fashion results in noticeable improvements to model accuracy.
The accuracy jumps from our previous 82% to 92% accurate when making predictions on ICP
class. A heat map of the new results is shown below:
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There is noticeable improvement to the heat map with most of the color being along the
diagonal, indicating that the results are more accurate. Results in all categories were improved
with the addition, including “Household Textiles” which was improved to 97% accurate. Our
worst category from the NLP model was “Small Electric Household Appliances” and the
accuracy from that category has been dramatically improved, rising from 24% accurate to 71%
accurate.



Shiny App

To implement a final deliverable for the World Bank, we designed an interface that would allow
the clients to visually compare items together to see if they are comparable or not. This was
done with the use of Shiny, which is an R package that allows a user to make interactive web
apps that can be hosted. Throughout the course of these 10 weeks, we created many iterations
of the interface, each time adding a new feature that the client might appreciate.

The final interface is a dashboard with only two tabs. The first tab is called “Data Input”. As the
name implies, this is where the user uploads the dataset. For the classification models to work,
there are five required variables. These variables are the product name, the product brand, the
product description, and a URL for the product image. If these variables are not named
'product_image_url', 'name', 'brand', 'product_description', and 'price' then the classification will
not work. Price is technically not needed to run classification, but we decided that it would be
helpful for the clients to be able to look at the price when comparing the products.

The initial supplied dataset is run through our lasso model first. Here it determines if the item
is a household product or not. Then just the product image URLs are sent to a Python file,
where AWS Rekognition is utilized to classify the product categories, according to the ICP
home categories. This outputs a file that is then joined with the original data. This new dataset
is then run through our final decision tree model and does the main classification. Finally, the
classification table results are displayed in the second tab of the dashboard, titled
“Classification.” In each row the product image is displayed first, followed by whether the
product is a home product or not, the classification category, and then the name, brand,
description and price of the product. From here the user can easily see what the product is and
how it was classified by the model. The user can easily filter by any variable in the dataset. For
items that get misclassified by the model, the user can simply double-click on the category and
reclassify the product themselves. Once the user has a view of the dataset they are satisfied
with, they can click either the “CSV” or “Excel” button at the top of the table, to save the file in
the format of their choice.

While the interface presents a promising proof of concept, there are certainly opportunities for
improvement. When a dataset is uploaded to the interface, it takes a few minutes to be able to
view the classification results. The time it takes to run classification varies depending on how
large the supplied dataset is. Occasionally the code runs into errors; however, this is often due
to a problem in the reticulate package used to combine two programming languages (R and
Python) into the same package. These are errors that can be worked out and troubleshooted
with ease.
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Conclusion
To effectively implement this into your program, we would recommend training this model on a
dataset that has been thoroughly cleaned and expanded to other ICP categories outside of
household products. While these models were built utilizing the data we had available to us, we
believe this process is scalable to many other categories within the ICP’s classifications. Our
team is hopeful that using the models and the interactive app we’ve created will allow for a
user to compare products in an easier, more streamlined process.
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Lasso Model confusion matrix output.
Relevant Statistics are included.

Legend for the two following confusion matrix outputs.
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Initial decision tree prior to the inclusion of Amazon Rekognition output

Final decision tree with the inclusion of Amazon Rekognition category predictions
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Amazon Rekognition Custom Labels model evaluation results

Example output data frame from Amazon Rekognition


